Optical Spectroscopy of the Bulk and Interfacial Hydrated Electron from Ab Initio Calculations
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ABSTRACT: The optical spectrum of the hydrated (aqueous) electron, eaq−, is the primary observable by means of which this species is detected, monitored, and studied. In theoretical calculations, this spectrum has most often been simulated using one-electron models. Here, we present ab initio simulations of that spectrum in both bulk water and, for the first time, at the water/vapor interface, using density functional theory and its time-dependent variant. Our results indicate that this approach provides a reliable description, and quantitative agreement with the experimental spectrum for the bulk species is obtained using a “tuned” long-range corrected functional. The spectrum of the interfacial electron is found to be very similar to the bulk spectrum.

Introduction

Solvated electrons in ammonia and some organic solvents persist long enough for their blue color to be easily observed with the naked eye,1 and these species were suggested as the charge carriers in solutions of alkali metals as early as 1908.2 In contrast, experimental evidence for existence of a shorter-lived “hydrated electron” (eaq−) was first obtained only in 1962,3 when its optical spectrum was measured following pulsed radiolysis of liquid water. By now, the optical spectrum of eaq− is well-characterized under a variety of thermodynamic conditions4–6 and serves as the primary experimental observable by means of which this species is interrogated. As such, reproducing the absorption spectrum of eaq− (peaking at 1.7 eV = 720 nm under ambient conditions, with a long tail toward higher excitation energies) often serves as a first test of any theoretical model of this species.

Early theoretical studies of the optical spectrum of eaq−7,8 based on one-electron quantum/classical models and electron–water pseudopotentials, concluded that the dominant feature in the spectrum arises from three heterogeneously broadened s → p transitions of a particle in a quasi-spherical (but fluctuating) solvent cavity, a conclusion that stands up to detailed, all-electron ab initio calculations.9–11 For a “particle in a spherical box” model that affords the experimental peak intensity and vertical ionization energy (IE), these three s → p excitations are the only dipole-allowed, bound-state transitions.12 However, whereas atomistic one-electron models often do a reasonable job of reproducing the position and width of the main feature in the optical spectrum,9,13,14 in the absence of some treatment of electronic polarization of the solvent in the excited states of eaq−, such models are uniformly unable to reproduce the long, Lorentzian “blue tail” in the spectrum.12,14,15 More elaborate one-electron models, which introduce excited-state solvent polarization, do obtain a blue tail.11,12 This tail, which represents higher excited states, is suggested to arise due to polarization-assisted intensity borrowing (from the dipole-allowed s → p transitions) on the part of higher-lying particle in a box states as well as “quasi-continuum” states, that is, frustrated plane waves.11,12

In a recent study by one of us,16 all-electron time-dependent density functional theory (TD-DFT) calculations were used to compute the optical spectrum of eaq− within a mixed quantum/classical (QM/MM) framework. The motivation for that study was to compare TD-DFT optical spectra computed from trajectory ensembles generated by various one-electron pseudopotential models,13,14,17 as an effort to gauge the reliability of such models and also to comment on the recent18–20 claim that the electron might not localize into a cavity. Only the cavity-forming models were found to afford TD-DFT optical spectra in reasonable agreement with experiment,16 despite the fact that other observables such as the resonance Raman spectrum and the temperature dependence of the peak spectral intensity are better reproduced using the non-cavity-forming pseudopotential model.21

Whereas the TD-DFT calculations in ref 16 used static snapshots from one-electron pseudopotential simulations, some of us22,23 have recently performed QM/MM molecular dynamics simulations of both the bulk species eaq− as well as the hydrated electron at the water/vapor interface,23 with QM regions of up to 64 water molecules. The picture emerging
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from these calculations is that of a hydrated electron having a complex structure with a dominant cavity contribution but also with a significant diffuse (interstitial) part, as well as a part that overlaps the solvating water molecules.\textsuperscript{22,23} (It should be noted that even cavity-forming one-electron models predict significant penetration of the unpaired electron into its second solvation shell, with the water fully returning to the bulk-like structure only in the third solvation shell.\textsuperscript{12,14})

In the present work, the aforementioned QM/MM simulations of the bulk and interfacial hydrated electron\textsuperscript{22,23} are used to provide snapshots to which the TD-DFT QM/MM protocol of ref 16 can be applied. The result is a consistent ab initio picture of the optical spectrum of the hydrated electron. A simulation for the interfacial spectrum, for which no experiment exists yet, is presented here for the first time.

\section*{THEORETICAL METHODS}

\textbf{Electronic Structure Calculations.} Structures investigated here are taken from simulations of a hydrated electron in bulk water\textsuperscript{22} and at the water surface.\textsuperscript{23} The stride between the structures is 100 fs, allowing one to obtain a reasonable number of structures that are not too correlated with one another. Excited-state properties are calculated using TD-DFT in its spin-unrestricted, linear response formulation.\textsuperscript{24} The QM subsystem in these QM/MM calculations is \((\text{H}_2\text{O})_N\) (\(N=64\) for the ground-state molecular dynamics simulations), with a larger number of more distant water molecules incorporated using the ground-state molecular dynamics simulations, with a larger number of more distant water molecules incorporated using the simple point charge (SPC) water model.\textsuperscript{25} Ground-state QM/MM molecular dynamics simulations were performed using the CP2K program,\textsuperscript{26} and TD-DFT QM/MM calculations were performed using both NWChem\textsuperscript{27} and Q-Chem.\textsuperscript{28,29}

Benchmark excited-state calculations for small QM regions were performed with \(N = 4–6\) QM water molecules and 1020 MM water molecules. For these small systems, we performed equation-of-motion coupled cluster calculations including single and double excitations (EOM-CCSD)\textsuperscript{30} for a variety of atom-centered Gaussian basis sets and compared these results to TD-DFT excitation energies obtained using different functionals. The BLYP functional\textsuperscript{31,32} was used as a representative of the family of generalized gradient approximations (GGAs), the hybrid B3LYP functional\textsuperscript{33,34} as a representative example of functionals that include Hartree–Fock exchange, and the LRC-\(\mu\)BOP and LRC-\(\mu\)BLYP functionals (see ref 37 for notation) as representative examples of long-range-corrected (LRC) functionals. In the LRC functionals, the quantity \(\mu\) represents the range separation parameter, which we have ultimately “tuned” in a nonempirical way\textsuperscript{38} to obtain a bulk spectrum that agrees well with the experimental result.

Excited-state properties of a four-water molecule anionic cluster embedded in a nonequilibrium polarizable continuum model\textsuperscript{39} were obtained with Gaussian 09.\textsuperscript{40} Both the B3LYP and LRC-\(\mu\)BLYP functionals in combination with a 6-31+\(+\)G** basis set were employed.

To evaluate the spectra of the bulk and interfacial hydrated electron, we took snapshots from the aforementioned ground-state QM/MM simulations\textsuperscript{22,23} for use in TD-DFT calculations. For the latter, large QM regions extending to 7.5 Å around the centroid of the ground-state spin density (which was estimated a priori using a one-electron pseudopotential model\textsuperscript{12}) were selected. This results in an average of \(N = 71\) QM water molecules in calculations involving the bulk species and \(N = 58\) QM water molecules for the interfacial hydrated electron, that is, values that are comparable to the \(N = 64\) QM water molecules used to propagate the ground-state dynamics. Following the protocol established in ref 16, additional water molecules out to a radius of 50 Å were included as SPC point charges, employing periodic replicas of the simulation cell. For each snapshot, 15 excited states were computed at the TD-DFT/6-31++G* level within the Tamm–Dancoff approximation (TDA).\textsuperscript{41} Spectra were constructed by binning the excitation energies, weighted by oscillator strengths, into a histogram.

Results presented in the Supporting Information (SI), for a smaller QM region of 5.5 Å, show that spectra computed within the TDA are virtually identical to full TD-DFT results, despite the fact that the Thomas–Reiche–Kuhn sum rule\textsuperscript{22,42} is not rigorously satisfied within the TDA. Additional convergence tests reported in the SI demonstrate that reducing the QM region from 7.5 to 5.5 Å (for an average of 29 rather than 71 QM water molecules) has very little effect on the spectrum, and reducing the number of snapshots by a factor of 2 leaves the spectrum virtually unchanged. Furthermore, the LRC-\(\mu\)BOP and LRC-\(\mu\)BLYP functionals afford qualitatively similar spectra when the same value of \(\mu\) is used for both, although the peak absorption intensity shifts by 0.2 eV. Finally, enlarging the basis set from 6-31+\(+\)G* to 6-31(1+3+)G*, the latter of which has been used in several previous hydrated electron studies,\textsuperscript{11,44,45} does not shift the intensity maximum at all and has only a minor effect on the width of the spectrum. All of these convergence tests are consistent with those reported in a previous study\textsuperscript{16} and suggest that our QM/MM TD-DFT protocol affords converged spectra, such that differences in the various spectra plotted below are primarily attributable to the choice of the functional.

\textbf{Analysis.} All analyses of electron and spin densities were performed on grid-based data in the Gaussian cube file format.\textsuperscript{46} The norm and the center of the electron density are given according to standard moment analysis, and the radius of gyration \((r_g)\) is taken as the square root of the trace of the gyration tensor.

Only excitations from the singly occupied molecular orbital (SOMO) contribute significantly to the absorption spectrum. The calculations do not suffer from any significant spin contamination; hence, the square of the SOMO essentially coincides with the spin density of the system. As such, spin densities in the excited states are reconstructed from the sum of the ground-state spin density and the density difference for the corresponding electronic excitation.

\section*{RESULTS AND DISCUSSION}

The optical absorption spectrum of the hydrated electron consists of a main Gaussian feature peaked at 1.7 eV (corresponding to 720 nm) at room temperature and pressure,\textsuperscript{47} which is attributed to three nearly degenerate \(s \rightarrow p\) excitations of a particle in a cavity.\textsuperscript{7,8,11,13} (“spherical box” model\textsuperscript{12}). Many more higher-lying excitations, with an overall Lorentzian line shape,\textsuperscript{6} are collectively referred to as the “blue tail”.

\textbf{Model System.} We find it useful to start the discussion with a model system for the hydrated electron. In previous work,\textsuperscript{47} we used a small model consisting of four water molecules solvating an excess charge, with the whole \((\text{H}_2\text{O})_4\) model system embedded in a nonequilibrium version of the polarizable continuum model for the aqueous solvent. The first three excitation energies and oscillator strengths of this model are given in Table 1, along with the radii of gyration of the
excited-state spin densities. Note that the model system has $D_{2h}$ symmetry, which forces a degeneracy between the second and third excited states.

The functionals B3LYP and LRC-μBLYP both afford comparable energetics and oscillator strengths for the low-lying excited states of this model system, which are close in energy to the main feature in the experimental spectrum at around 1.7 eV. Given the crudeness of the continuum approximation, these results support not only the utility of the present model case) a continuum solvation model.

The four water molecules nearest to the electron were taken to be the QM region, and the remaining water molecules (from both the original QM region in the QM/MM simulation as well as the MM simulation cell) were described by SPC point charges. A previous study \(^{49}\) found that the peak in the main feature of the optical spectrum can be estimated using just the first three excitation energies \((\omega_i)\), weighted by their oscillator strengths \((f_i)\)

\[
E_{\text{max}} \approx \sum_{i=1}^{3} \frac{\omega_if_i}{\sum_{i=1}^{3} f_i}
\]

The location of the peak in the absorption intensity, according to this equation, is given in Table 2 for TD-DFT and EOM-CCSD calculations in various basis sets. In all of these cases, $E_{\text{max}}$ is blue-shifted relative to the experimental spectrum, a shift that presumably originates due to significant electronic reorganization effects \(^{11,12,14}\) that cannot be captured with such a small number of QM water molecules and a static MM environment. Addition of diffuse and polarization functions lowers the excitation energies in each case, but the energetics are converged to within ±0.05 eV already with the 6-31+G** basis set. Excitation energies calculated with BLYP are generally too low for all basis sets, which is typical behavior for GGA functionals in a noncovalent cluster environment.\(^{50-55}\)

The excitation energies computed using B3LYP coincide within ±0.01 eV with the EOM-CCSD results, whereas the LRC-μBLYP calculations show an overestimation of about 0.2 eV. The oscillator strengths as calculated with LRC-μBLYP/6-31+G* deviate on average by a total value of 0.02 from the EOM-CCSD reference, whereas with B3LYP, the deviation is 0.04 on average.

The range separation parameter in the LRC functionals can be tuned,\(^ {38}\) for example, to fulfill the IE condition

\[
\text{IE} = -\epsilon_{\text{SOMO}}
\]

Figure 1. First three excited-state spin densities from LRC-μBLYP/ and B3LYP/6-31++G** calculations. Shown are isosurfaces at 0.001 and 0.0001 au\(^{-1}\), and the latter isosurface always encompasses about 85% of the spin density.
the LRC-\(\mu\)BOP and LRC-\(\mu\)BLYP density functionals, where we plot \(-\epsilon_{\text{SOMO}}\) and also the \(\Delta\text{SCF}\) value of the IE

\[ \text{IE}_{\Delta\text{SCF}} = E_{\text{neutral}} - E_{\text{anion}} \]

averaged over all 60 structures as a function of the range separation parameter, \(\mu\). According to this analysis, the optimal parameters are 0.34 \(a_0^{-1}\) for LRC-\(\mu\)BLYP and 0.30 \(a_0^{-1}\) for LRC-\(\mu\)BOP. These values are reasonably close to ones that, in other studies, have been statistically optimized (rather than “tuned”) by fitting small-molecule TD-DFT calculations to benchmark data.\(^{36,54-56}\) In the case of LRC-\(\mu\)BOP, for example, a statistically optimal value of \(\mu = 0.33 a_0^{-1}\) was determined,\(^56\) and similarly, \(\mu = 0.30 a_0^{-1}\) was obtained for the LRC-\(\omega\)PBE functional.\(^{36}\) (See ref 37 for the LRC functional nomenclature.) Furthermore, a value of \(\mu = 0.25 a_0^{-1}\) for LRC-\(\mu\)BOP, tuned according to eq 3, was previously determined for a \((\text{H}_2\text{O})_6^-\) cluster.\(^{16}\)

Ultimately we apply the tuning criterion in eq 3 to the bulk e\(_{\text{aq}}^-\) spectrum; therefore, we first tested its efficacy in small-cluster benchmarks. To this end, we selected five \((\text{H}_2\text{O})_6^-\) cluster geometries with various symmetries (\(C_2\), \(C_{2v}\), and \(D_{2h}\)). These structures were optimized (subject to a constraint on point group symmetry) at the MP2 level with a aug-cc-pVDZ basis set with additional diffuse functions added to all atoms. These were obtained by scaling the smallest diffuse exponents by a factor of 0.125. Range separation parameters in the LRC-\(\mu\)BLYP and LRC-\(\mu\)BOP functionals were tuned separately for each cluster.

Table 3 shows the average signed deviation of the TD-DFT first excited state relative to an EOM-CCSD calculation in the same basis set. For the BLYP and B3LYP methods, the deviation is reduced as the number of diffuse and polarization

**Table 2. Absorption Maximum (in eV) Evaluated According to Equation 2 for a Set of 60 Snapshots Each with Four QM Water Molecules**

<table>
<thead>
<tr>
<th>Basis Set</th>
<th>BLYP</th>
<th>B3LYP</th>
<th>LRC-(\mu)BLYP</th>
<th>EOM-CCSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-31G</td>
<td>3.29</td>
<td>3.54</td>
<td>3.92</td>
<td>4.61</td>
</tr>
<tr>
<td>6-31G*</td>
<td>3.28</td>
<td>3.54</td>
<td>3.93</td>
<td>4.61</td>
</tr>
<tr>
<td>6-31+G*</td>
<td>2.68</td>
<td>2.81</td>
<td>3.05</td>
<td>3.08</td>
</tr>
<tr>
<td>6-31++G**</td>
<td>2.20</td>
<td>2.28</td>
<td>2.49</td>
<td>2.26</td>
</tr>
<tr>
<td>6-311++G**</td>
<td>2.19</td>
<td>2.26</td>
<td>2.47</td>
<td>2.26</td>
</tr>
</tbody>
</table>

**Figure 2.** Radial profiles, computed using two different density functionals, of the excited-state spin densities for the lowest three excited states of an idealized \(D_{2d}(\text{H}_2\text{O})_4^-\) in a polarizable continuum model of the hydrated electron. Solid curves (read from the scale at the left) denote the radial spin density profiles \(4\pi r^2 s(r)\), where \(r = 0\) represents the centroid of the spin density. Broken curves (read from the scale at the right) depict the cumulative radial integral of this quantity.

**Figure 3.** Tuning curves for the functionals LRC-\(\mu\)BLYP and LRC-\(\mu\)BOP as a function of the range separation parameter, \(\mu\). Green curves show \(-\epsilon_{\text{SOMO}}\) and blue curves show the \(\Delta\text{SCF}\) value of the IE (eq 4), both averaged over all 60 structures in the benchmark data set.
functions is increased, converging to 0.1 eV for 6-311++G**. For the tuned LRC functionals, the deviations never exceed ±0.06 eV for any basis set that we have tested.

**Condensed-Phase Spectra.** We now turn our attention to the spectrum of the hydrated electron using larger QM regions and snapshots extracted from QM/MM simulations. Details of the simulation protocol were discussed in the Theoretical Methods section, and extensive convergence tests of this protocol are provided in the SI and in ref 16. Using this protocol, the position of the maximum absorption intensity appears to be converged with respect to sampling, the choice of the basis set, and the size of the QM region; hence, we can use this procedure to evaluate differences between DFT functionals. This will be our initial focus.

In previous TD-DFT studies, the bulk spectrum of \( e_{aq} \) was computed using LRC-\( \mu \)BOP with \( \mu = 0.37 \ a_0^{-1} \), similar to the value \( \mu = 0.33 \ a_0^{-1} \) that was found to afford accurate VDEs for small water cluster anions. A tuning procedure, applied to an isomer of \((\text{H}_2\text{O})_6\), suggested a value of \( \mu = 0.25 \ a_0^{-1} \) instead, but in ref 16, we justified the choice \( \mu = 0.37 \ a_0^{-1} \), based on the fact that excitation energies varied only slightly as a function of \( \mu \), at least in the range of \( \mu = 0.33-0.37 \ a_0^{-1} \). Moreover, these larger values of \( \mu \) (as compared to the "tuned" value, \( \mu = 0.25 \ a_0^{-1} \)) afforded more accurate VDEs as compared to CCSD(T) benchmarks, although the difference is <0.1 eV.

In the present calculations, however, we find that the value \( \mu = 0.37 \ a_0^{-1} \) leads to a substantially blue-shifted spectrum, as demonstrated below. On the basis of extensive testing with increasingly large QM regions in the TD-DFT calculations, it does not appear that this sizable blue shift can be eliminated by including more QM water molecules (see also the SI). Therefore, we decided to reinvestigate the tuning procedure, using some of the QM/MM snapshots that were subsequently used to simulate the spectrum.

Figure 4 illustrates the tuning procedure for three well-separated snapshots that contain 68–71 QM water molecules. The SOMO is increasingly destabilized as \( \mu \) increases (as compared to the SCF value of the IE and \( \epsilon_{\text{SOMO}} \)) and that the value \( \mu = 0.33 \ a_0^{-1} \) (ref 57), \( \mu = 0.37 \ a_0^{-1} \) (refs 11 and 16), and \( \mu = 0.165 \ a_0^{-1} \) (this work), which provides a good match to the condition IE = \( -\epsilon_{\text{SOMO}} \) for all three snapshots.

Table 3. Averaged Signed Deviation (relative to EOM-CCSD, in eV) of the Lowest Excitation Energies in a Set of Five \((\text{H}_2\text{O})_6\) Clusters

<table>
<thead>
<tr>
<th></th>
<th>BLYP</th>
<th>B3LYP</th>
<th>LRC-( \mu )BLYP</th>
<th>LRC-( \mu )BOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-31G</td>
<td>0.15</td>
<td>0.19</td>
<td>0.03</td>
<td>−0.03</td>
</tr>
<tr>
<td>6-31G*</td>
<td>0.16</td>
<td>0.17</td>
<td>0.02</td>
<td>−0.03</td>
</tr>
<tr>
<td>6-31+G*</td>
<td>0.15</td>
<td>0.12</td>
<td>0.01</td>
<td>−0.03</td>
</tr>
<tr>
<td>6-31+G**</td>
<td>0.14</td>
<td>0.11</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>6-311++G**</td>
<td>0.14</td>
<td>0.11</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>6-311++G***</td>
<td>0.11</td>
<td>0.08</td>
<td>0.03</td>
<td>−0.01</td>
</tr>
</tbody>
</table>

Figure 4. LRC-\( \mu \)BOP/6-31++G* tuning procedure, illustrated for three different QM/MM snapshots (shown in red, green, and blue) of the bulk hydrated electron, with 68–71 QM water molecules. Solid curves depict the IE computed as a function of \( \mu \), using a \( \Delta \)SCF procedure, while broken curves show the value of \( -\epsilon_{\text{SOMO}} \) for the same snapshot. The optimally tuned value occurs where solid and broken curves of the same color intersect. Solid vertical lines indicate values of \( \mu \) that have been used in hydrated electron studies, that is, \( \mu = 0.33 \ a_0^{-1} \) (ref 57), \( \mu = 0.37 \ a_0^{-1} \) (refs 11 and 16), and \( \mu = 0.165 \ a_0^{-1} \) (this work), which provides a good match to the condition IE = \( -\epsilon_{\text{SOMO}} \) for all three snapshots.

Figure 5 shows the optical spectra of the bulk species computed with two versions of the LRC-\( \mu \)BOP functional, namely, one with \( \mu = 0.165 \ a_0^{-1} \) (tuned using the data in Figure 4) and one with \( \mu = 0.370 \ a_0^{-1} \) (as used in refs 11 and 16). The spectrum computed using B3LYP is also shown for comparison. Owing to the extensive convergence tests discussed above, we interpret the differences relative to experiment as intrinsic behavior of the functionals themselves. In particular, we observe that the B3LYP spectrum is redshifted by about 0.4 eV. On the one hand, a B3LYP red shift is consistent with the tendency of non-LRC hybrid functionals to underestimate excitation energies for excitations in clusters and molecular liquids. On the other hand, however, it is eye-
opening (and rather discarding) to note that this shift would be difficult to infer from the small-cluster benchmarks presented in the Benchmarking subsection, where the errors (relative to EOM-CCSD calculations) in B3LYP versus LRC-$\mu$BOP were quite comparable and offered no real reason to prefer one functional over the other.

In the bulk spectra plotted in Figure 5, the tuned LRC-$\mu$BOP result is in a very close agreement with experiment, with the main feature in the simulated spectrum being blue-shifted by only 0.1−0.2 eV and with a width that is comparable to that of the experimental spectrum. A sizable blue tail is evident in all spectra, and the tail predicted by the tuned LRC-$\mu$BOP functional agrees reasonably well with experiment until the intensity of the simulated spectrum (which includes only the lowest 15 excited states) dies out at around 3.5 eV. Note that basis set effects are larger for the higher-lying excited states, many of which are frustrated plane waves.11,12

In contrast to the above result, the spectrum computed with the larger value of $\mu$ that was used in previous work11,16 is blue-shifted by about 0.8 eV relative to experiment (Figure 5). The main effect responsible for this blue shift is an overstabilization of the SOMO for larger $\mu$. (See the tuning plot in Figure 4 and note that $\epsilon_{\text{virtual}} - \epsilon_{\text{occupied}}$ is the leading term in any TD-DFT excitation energy.) A previous ab initio molecular dynamics study10 of $\epsilon_{\text{eq}}$ also pointed out a systematic shift in the position (but not the shape) of the absorption spectrum as an ad hoc self-interaction correction was modified.

Given the nearly quantitative agreement between the optical spectrum computed with the tuned LRC-$\mu$BOP functional and the experimental spectrum, one wonders whether the same value of $\mu$ can be used to accurately predict VDEs as well as excitation energies. Unfortunately, CCSD(T) benchmarks with good basis sets become prohibitively expensive for systems with more than about eight water molecules, and direct comparison with experiment is not feasible due to the extremely slow convergence of the VDE with respect to the number of QM water molecules. Even for the large QM regions employed here, the VDEs are <3 eV (see Figure 4), whereas experimental measurements of the bulk VDE are all $\gtrsim$3.4 eV.59−62 For (H$_2$O)$_3$ however, both CCSD(T) and quantum Monte Carlo benchmarks are available,63 and the value of $\mu$ obtained according to eq 3 engenders an error of $<$0.1 eV,16 which is probably comparable to the uncertainty in the benchmarks. (See Figure 11 of ref 16.)

The functionals employed and the details of the computational setup are slightly different in the present TD-DFT calculations as compared to the QM/MM simulations that were used to propagate the ground-state dynamics whence the snapshots were obtained.21 In particular, the trajectories were obtained using the BLYP functional in conjunction with a semiempirical self-interaction correction,64,65 whereas the self-interaction should be less pronounced for the hybrid and LRC functionals used in the TD-DFT calculations presented here. Given these differences, it bears noting that the radii of gyration from both the B3LYP and LRC-$\mu$BLYP calculations presented herein compare well with the radii of gyration obtained in the original QM/MM ground-state molecular dynamics simulations.21 The mean absolute deviation in $r_g$ as compared to the value obtained in those simulations, is only about 0.1 Å for LRC-$\mu$BLYP and 0.2 Å for B3LYP.

That said, notable differences exist between the excited-state spin densities computed with B3LYP and LRC-$\mu$BOP. Using an analysis scheme developed in ref 22, we can compute how much of the excited-state spin densities reside inside of the solvent cavity occupied by the ground-state electron (Table 4), and we note that the main part of the spin density in the excited state is located beyond the first solvent shell. For the B3LYP calculations, only about 60% of the excited-state spin densities are contained within the QM subsystem, while the number raises to around 80% in the case of LRC-$\mu$BOP. The effect of this artifact on the energetics of the excited states must be relatively minor, given that the excitation energies for these states are essentially converged even in much smaller QM regions. This effect can also be visualized in the form of radial profiles of the excited-state spin density with respect to the center of the ground-state spin density, plots of which are shown in the SI.

![Figure 6](https://doi.org/10.1021/jp5004243.j.phys.chem.a.2014.118.7507-7515)

**Figure 6.** TD-LRC-$\mu$BOP/6-31++G* optical spectra computed using geometries obtained from the polarizable one-electron pseudopotential model of ref 14. The figure compares results obtained using the “original” value $\mu = 0.37 \alpha_0^{-1}$ that was used in refs 11 and 16 versus the “tuned” value $\mu = 0.165 \alpha_0^{-1}$ used in this work.

<table>
<thead>
<tr>
<th></th>
<th>B3LYP</th>
<th>LRC-$\mu$BOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>in cavity</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>on water</td>
<td>27</td>
<td>31</td>
</tr>
<tr>
<td>as diffuse</td>
<td>29</td>
<td>44</td>
</tr>
<tr>
<td>beyond QM/MM interface</td>
<td>41</td>
<td>19</td>
</tr>
</tbody>
</table>

*Only QM waters are considered. See ref 22 for details. *Portion in the interstitial spaces outside of the cavity.

### Table 4. Average Partitioning (in %) of the First Three Excited-State Spin Densities

## References

see that the width of the main Gaussian feature is approximately correct.

As noted in previous ab initio\(^6\) and one-electron pseudopotential studies,\(^\text{49}\) excitation and ionization energies are strongly correlated to the radius of gyration of the ground-state spin density. Figure 7 plots the first three excitation energies for the tuned LRC-\(\mu\)BOP functional versus \(r_g\) for a set of snapshots. The excitation shifts to lower energies as \(r_g\) increases. This behavior is qualitatively explained (and, in the presence of more data, can be quantitatively fit to) a particle in a cavity model.\(^\text{49}\) This analytic result suggests that the excitation energy should vary as \(r_g^{-2}\), whereas the linear fits shown in Figure 7 each have correlation coefficients \(\geq 0.9\). The pseudolinear behavior is likely a consequence of the narrow range of \(r_g\) that is sampled in the bulk hydrated electron, as compared to finite-size water cluster anions.\(^\text{49}\) Similar behavior was observed in ref 49 comparing cluster and bulk data.

Finally, we consider an electron solvated at the water surface, that is, at the water/vapor interface. Ground-state QM/MM simulations were reported in ref 23, and corresponding snapshots were used to compute a TD-DFT spectrum using the same protocol as that for the bulk species. A QM radius of 7.5 Å results in fewer QM water molecules, on average, as compared to the bulk snapshots. Thus, given the potential sensitivity of the tuned \(\mu\) value to system size, we repeated the tuning procedure illustrated in Figure 4 using three snapshots from the interfacial simulations. This exercise results in a tuned value of \(\mu = 0.180\) a\(_0\)^{-1} that is rather close to the value of \(\mu = 0.165\) a\(_0\)^{-1} used to compute the spectrum of the bulk species.

The computed interfacial spectrum is shown in Figure 8 together with the bulk spectrum from Figure 5, and the two spectra are found to be close to each other. This is in accord with our previous observation that the structure of the electron solvated at the water/vapor interface is very similar to that in the aqueous bulk.\(^\text{23}\) QM/MM simulations of electron solvation at the interface suggest that indeed its wave function does not extend significantly into vacuum,\(^\text{23}\) which has also been inferred from surface-sensitive spectroscopic investigations of this species.\(^\text{67}\)

In previous studies of water cluster anions\(^\text{49}\) using a one-electron pseudopotential model,\(^\text{14}\) it was noted that a high degree of correlation exists between \(r_g\) and the location of the electronic absorption maximum. This correlation is also borne out in QM/MM studies of photoionization (see Figure 7 and ref 66). Noting that a “partially embedded” surface isomer described in ref 49, which may be the cluster analogue of the electron at the water/vapor interface, had a radius of gyration very similar to that of the bulk species, it was predicted in ref 49 that the interfacial electron’s absorption spectrum might not differ significantly from that of the bulk species. The simulated spectra presented in Figure 8 are consistent with this prediction.

The similarity in the optical spectra of the interfacial and bulk hydrated electron can also be inferred from the radial profiles of the excited-state spin densities plotted as averaged profiles of the first three excited states in Figure 9. The first three excited states show similar radial dependence in both cases, and the peak structure is mainly due to overlap with water, as can be seen from the individually dissected radial profiles shown in the SI. The fourth and fifth excited states are more diffuse than the first three excited states. The decomposition according to ref 23 is similar for all excited states. One can note a slight decrease of about 5% in the amount of excited-state spin density that
protrudes into the vapor phase for the fourth and fifth excited states, which is redistributed over water molecules and interstitial/diffuse parts (see also the SI). This hints to one reason for the similarity of the spectra of the bulk and interface hydrated electron as it is not preferential to form weakly hydrated electrons on top of the surface but rather to overlap with water molecules in the bulk or the topmost surface layers.

**CONCLUSIONS**

In the present ab initio study of the hydrated electron, we have focused on evaluation of its electronic absorption spectrum. We have shown previously that the DFT description of the hydrated electron affords a complex structure of the bulk hydrated species \( \varepsilon_{\text{sw}} \) with a dominant cavity contribution but also a significant diffuse part and part overlapping with water molecules. TD-DFT calculations on top of these ground-state QM/MM trajectories yield a spectrum that agrees well with the experimental result, with the agreement being quantitative when tuned LRC functionals are employed. The optical spectrum of the hydrated electron at the water/vapor interface is computed here for the first time and has been found to be almost identical to that in the aqueous bulk, as anticipated in previous theoretical studies.\(^{1,2,5,6}\)
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